PARALLEL SOLUTION OF LINEAR EQUATIONS BY ITERATIVE METHODS

by

CHAN Ho Yan Sunny

(00009326)

A thesis submitted in partial fulfillment of the requirement for the degree of

Bachelor of Science (Honours)

in Mathematical Science

(Concentration in Computational and Applied Mathematics)

at

Hong Kong Baptist University

April 2003
Acknowledgments

First of all, I would like to express my appreciation to my project supervisor,      Pro. Fred J. Hickernell, for his supervision in providing the professional opinions and guidance. His inspiring guidance, valuable suggestions and continuous encouragement made it possible for me to be able to finish this project.

I am also indebted to Morris Law, Willie Lee and Tammy Lam, the technician in Hong Kong Baptist University, for providing guidelines in the use of the PC cluster and MPI_Toolbox.

Finally, I express my appreciation to Dr. L. Z. Liao for my observer of this thesis and his kindly attention.

Signature of Student     

Student Name          

Department of Mathematics

Hong Kong Baptist University

Date:                     

PARALLEL SOLUTION OF LINEAR EQUATIONS BY ITERATIVE METHODS

CHAN HO YAN SUNNY

(00009326)

Department of Mathematics

Abstract

Iterative techniques are starting to play a major role in many application areas. The main appeal of iterative methods is their low storage requirement. Another advantage is that they are far easier to implement on parallel computers than sparse direct methods because they only require a rather small set of computational kernels.

In my project, firstly I will solve the system of equations by Jacobi and Gauss-Seidel method on Network of work-stations and PC-cluster parallel computer. The storage requirement for x with the Gauss-Seidel method is half what it would be the Jacobi method and the rate of convergence is more rapid, but it may not be true in parallel program, so I will also determine whether series programming or parallel programming will performed well to solve the sparse matrix and find out how many processors used will give the best result.  In addition, I will also solve the systems of equations by Conjugate Gradient Method and modify Jacobi method by finite different method. Finally, I will compare each method to see which method is time-consumed in parallel programming.  
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